
l Class-Affinity Loss Correction (CALC) strategy
- CACL strategy models noise label distributions in class labels and affinity labels as two NTMs

(𝑻! and 𝑻" in Fig. 2.b) for loss correction (ℒ#!! and ℒ#!" in Fig. 2.b).

- CACL strategy unifies pixel-wise and pair-wise supervisions via the theoretically derived class-
affinity consistency regularization (ℒ!"!$ in Fig. 2.b), thereby facilitating the noise resistance.

Background & motivation

Methodology

Fig. 2. Illustration of the proposed JCAS framework, composed of (a) DAR module and (b) CALC strategy. 

Experiment Results

We propose a robust JCAS framework to combat label noise issues in medical image
segmentation. Complementing the widely used pixel-wise manner, we introduce the pair-wise
manner by capturing affinity relations among pixels to reduce noise rate. Then a DAR module is
devised to rectify pixel-wise segmentation predictions by reasoning about intra-class and inter-
class affinity relations. We further design a CALC strategy to unify pixel-wise and pair-wise
supervisions, and facilitate noise tolerances of both supervisions. Extensive experiments under
four noisy labels corroborate the noise immunity of JCAS.

Conclusion
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l Comparison with State-of-the-art Methods & Ablation Study

l Dataset
We validate JCAS on the surgical instrument dataset Endovis18 [1]. It consists of 2384 images
(1639 training & 596 test images) annotated with the instrument part labels, including shaft,
wrist and clasper classes. Each image is resized into a resolution of 256x320 in preprocessing.

l Noise Patterns
We conduct experiments under both synthetic label noises (i.e., elipse, symmetric and
asymmetric noises) and real-world label noise (i.e., noisy pseudo labels in source-free domain
adaptation (SFDA)), as illustrated in Fig. 3.

l Joint Class-Affinity Segmentation (JCAS) framework
- JCAS framework has two supervision signals, derived from noisy class labels and noisy affinity

labels, for regularizing pixel-wise predictions (the upper branch in Fig. 2) and pair-wise affinity
relations (the lower branch in Fig. 2), respectively.

- These two supervision signals are complementary to each other since the pixel-wise one
preserves semantics and the pair-wise one reduces noise rate.

lBackground
With limited budgets and efforts, the resulting dataset would be noisy, and the presence of label
noises may mislead the segmentation model to memorize wrong semantic correlations,
resulting in severely degraded generalizability. Hence, developing medical image segmentation
techniques that are robust to noisy labels in training data is of great importance.
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l Visualization of Segmentation Results
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lMotivation
Almost all existing image segmentation
methods tackle label noise issues merely in
a pixel-wise manner. We found that the
pair-wise manner can greatly reduce the
noise rate. For example, if one pixel in a
pair is mislabeled (e.g. the red rectangle) or
even both pixels are mislabeled (e.g. the
orange rectangle), the affinity label of this
pair might be correct, thereby reducing the
noise rate from 44% to 23%.

lOur contribution
1) Unifying the pixel-wise and pair-wise manners, we propose a robust Joint Class-Affinity
Segmentation (JCAS) framework to combat label noise issues in medical image segmentation.
2) We devise a differentiated affinity reasoning (DAR) module to guide the refinement of pixel-
wise predictions with differentiated pair-wise affinity relations.
3) We design a class-affinity loss correction (CALC) strategy to further correct both pixel-wise
and pair-wise supervision signals, and in the meanwhile, unify the pixel-wise and pair-wise
supervisions through the theoretically derived consistency regularization.
5) Extensive experiments on synthetic and real-world noisy labels verify the effectiveness of JCAS.

Paper Code

Fig. 1. A toy example to illustrate the comparison between 
pixel-wise class label and pair-wise affinity label. 

l Differentiated Affinity Reasoning (DAR) module
- Pair-wise affinity relations 𝑷% derived at the feature level model the contextual dependencies,

highlighting these pixel pairs belonging to the same class and revealing the intra-class affinity.
- The reverse affinity map 𝑷′&' = 𝑛𝑜𝑟𝑚(1 − 𝑷%)measures the dissimilarity between two pixels

and reveals the inter-class affinity relations.
- As in Fig. 2.a, DAR differentiates affinity relations to explicitly aggregate intra-class correlated

information ( left formulation formulation fo ) and eliminate inter-class irrelevant information

( right formulation ), guiding the refinement of pixel-wise predictions.

Fig. 3. Illustration of dataset with different kinds of label noises.

El
lip

se

Sy
m

m
et

ric

A
sy

m
m

et
ric

SF
D

A

G
ro

un
d 

Tr
ut

h

Im
ag

e

Test image RAUNet LWANet CSS MTCL SR VolMin Ours (JCAS) Ground truth

El
lip
se

Sy
m
m
et
ric

A
sy
m
m
et
ric

SF
D
A

Fig. 4. Comparison of segmentation results. 

Fig. 5. Curve of test Jac vs. epoch with four different types of noise labels. 

l Test Jac Curve in Training Stage


