
l Angular Contrastive Loss
The softmax cross entropy loss is widely used and can be formulated as: aa
However, softmax loss function does not explicitly optimize the feature to ensure higher
differences for interclass features and similarity for intraclass features.
For simplification, we firstly discard bias item and rewrite the formula of FC layer as 𝐹(𝑊! , 𝑥") =
𝑊! ( 𝑥" cos 𝜃! , where 𝜃! is the angle between the features 𝑥" and the weight𝑊!. Then 𝑥" and
𝑊! are respectively normalized by L2 normalization. Our AC Loss takes a general form of FC layer
and introduces an angle margin penalty m and a regularization term, which can be formulated as:

where the angular activation function is nnn . k is a hyper parameter to control
the gradient of angular activation function and the performance of loss function directly.
As shown is Fig. 1 (c), converged LACmaximizes the separability of inter-class features and enables
intra-class features to cluster toward the weight of their corresponding class.
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Fig. 1. Illustration of the proposed Triple ANet. 
The source code for Triple ANet is available at https://github.com/Guo-Xiaoqing/Triple-ANet.

Experiment Results

Automatic abnormality classification is a challenge task due to the diverse characteristics
rendered on WCE images. Our method is fundamentally different from the previous works with
traditional convolutional network applications. Instead, we proposed a novel Triple ANet with
Adaptive Dense Block (ADB), Abnormal-aware Attention Module (AAM) and Angular Contrastive
loss (AC Loss). Our methods can be flexibly transferred to a wide range of medical image
classification tasks to extract discriminative features and boost the classification performance.
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lAbnormal-aware Attention Module
Considering that features in the neighborhood of abnormalities also make contribution to the
identification, AAM (Fig.1(b)) is proposed to combine context with local information, including
three branches. The 1st and 2nd branches are deformable convolutions, while the 3rd branch is
1x1 convolution. Especially, the deformable convolution enables the receptive fields to gradually
expand around the abnormalities. Thus, the AAA module can calculate region-to-region
correlation and focus training on important region as well as its neighbors.

lAAM Analysis
Fig. 3 (b-c) show the feature maps extracted from the two AAMs, and we could find that AAMs
make feature maps highlight the abnormal regions successfully. Fig. 3 (d-g) show the offset
fields obtained in these AAMs, and red regions indicate the large receptive fields. It can be seen
that the respective fields are tend to be larger at abnormalities compared with normal regions.
Therefore, context information of abnormalities are incorporated with local information to lead
better classification performance.

lDataset
We evaluated Tripe ANet model on a combined WCE dataset from CAD-CAP[2], KID [6] and our
collected polyp dataset. It consists of 2846 WCE images, including 771 normal frames, 728
inflammatory ones, 762 vascular lesion ones and 585 polyps.

lADB Analysis
Fig. 2 shows the change of 𝛾 values in
the 4th ADB with 16 connected layers,
and 𝛾" indicates the learned attention
score for the ith layer. The assigned
attention values for different layers
varies significantly. It can be seen that
the deeper the layer is, the higher the
value of 𝛾 is, indicating the deep
feature will make more contributions
for the WCE image classification.

Fig. 2. 𝛾 in the fourth ADB for different epochs.

Fig. 3. From top to bottom, they are respectively inflammatory, vascular lesion and polyp samples.

lAdaptive Dense Block
ADB is proposed to introduce direct and suitable connections from any layer to all subsequent
layers as in Fig. 1(a). Let 𝑥# denote the output of 𝑙$% layer and 𝛾# is the corresponding weight scalar,
adaptive dense connectivity is formulated as 𝑥# = 𝐻# 𝛾&𝑥&, 𝛾'𝑥', … , 𝛾#('𝑥#(' , where 𝐻#(() is a
composite function with Batch Normalization, ReLU and Convolution, and each 𝐻# ( produces k =
12 feature maps. All the weights 𝛾 are initialized as 1s and optimized with iteration, which makes
the useful convolutional signals gradually enhanced. Specifically, Triple ANet includes four ADBs as
shown in Fig. 1, and they are comprised of 6, 12, 24, 16 densely connected layers, respectively.

lBackground
Digestive system cancer is the most common cancer with 328,030 new cases being diagnosed in
the United States in 2019 [10]. GI tract cancers dominate the overwhelming responsibility for
digestive system cancers, and about 79,830 people may die from the GI tract cancers [10].
lChallenges
WCE image classification still remains challenging due to the relatively low contrasts and
ambiguous boundary between abnormalities and normal regions. Additionally, the huge intra-
class variations, alone with the high degree of visual similarities shared by inter-class lesions
prevent the network from robustly classification.
lOur contribution
1) An Adaptive Dense Block (ADB) is developed to adaptively assign one attention score for each
dense connected layer in dense blocks, and the score reveals importance of feature maps in
different depth. 2) We propose an Abnormal-aware Attention Module (AAM) that can gradually
adjust the respective field according to the abnormal regions. This AAM aims to combine local
information with context and help network pay attention to the abnormal region. 3) A novel
angular contrastive loss (AC Loss) is proposed to reduce the intra-class variations and enlarge the
inter-class differences effectively.
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lComparison with State-of-the-art Methods
To individually demonstrate the effectiveness of the proposed ADB, AAM and AC Loss, we
conducted several comparison experiments and the results were shown in Table 1 row 1–4. In
general, it is clear that the proposed ADB, AAM and AC Loss make contribution to the promotion
of performance, because involving any of them leads to relatively better performance compared
with traditional DenseNet [4].
The proposed method shows superior performance with an increment of 12.31%, 11.58%,
2.74%, 1.48% in OA, 16.52%, 15.51%, 3.67%, 1.98% in Cohen’s Kappa compared with state-of-
the-art methods [3,5,7,9].
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