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= Domain adaptation (DA) in semantic segmentation = Dataset
= A general and practical DA Task = Quantitative results
=  Major challenge of DA task = Qualitative results
= Major method — self-training (ST) strategy
=  Major limitations of ST » Summarization

= Problem definition of ST in DA
= Our solution - simplex noise transition matrix (SimT, T)
= Problem reformulation

» Method
= Geometry analysis of SimT
= Volume minimization for estimating SimT
= Three proposed regularizations for estimating SimT
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» Major Challenge of DA Task
= Label noise issues in pseudo-labeled target data

Car
> Major Method fPerson
. : Bus : A
= Self-training (ST) strategy: - P;:zg?a::?:r?l r:tert;’:l'r']‘g
—~ — —
ES r — = ZtET )/; log f (Xt)W Balanced softmax Pseudo-label y* Network output
p(k|xs: w) after self-training

M

Self-training for DA in semantic segmentation [1]

[1] Zou, Yang, et al. "Confidence regularized self-training." ICCV. 2019.
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= Label noise issues in pseudo-labeled target data
Car

> Major Method '__3
= Self-training (ST) strategy: I eemeration” I etraining I

ES r = = ZtGT Y; log f (Xt)w Balanced softmax Pseudo-label y* Network output

p(k|xs: w) after self-training
Y

Self-training for DA in semantic segmentation [1]

» Major Limitations of ST
= Ignore the open-set pseudo label noises in target domain Q
Cr

CS = CT CS C CT
[1] Zou, Yang, et al. "Confidence regularized self-training." ICCV. 2019.
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= Label noise issues in pseudo-labeled target data
Car

> Major Method 'E_:
= Self-training (ST) strategy: I eemeration” I etraining I

ES r = = ZtGT Y; log f (Xt>W Balanced softmax Pseudo-label y* Network output

p(k|xs: w) after self-training
Y

Self-training for DA in semantic segmentation [1]

» Major Limitations of ST
= Ignore the open-set pseudo label noises in target domain
=  Simply dropping confusing pixels leads to biased optimization Cr

CS = CT CS C CT
[1] Zou, Yang, et al. "Confidence regularized self-training." ICCV. 2019.
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» Problem Definition of ST in DA
= Carefully address confusing pixels rather than drop them
= Deal with open-set label noises

» Our Solution - Simplex noise transition matrix (SimT, 7)

= Model the closed- and open-set label noise distributions
C4+n

Closed-set oT. ~ '
ﬁ-;z,; p(Vi=k|Xpw)= Y Ti-p(Y,=j|Xew),
e I3. j=1
L4 T4-,: ~
— o Ts, = p(V, | Xew) = p(Y; | Xpw) T.

Open-set
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» Problem Definition of ST in DA
= Carefully address confusing pixels rather than drop them
= Deal with open-set label noises

» Our Solution - Simplex noise transition matrix (SimT, 7)

= Model the closed- and open-set label noise distributions
C4+n

Closed-set oT. ~ '
v\{% (T p(T= k| Xaw) = 3 Ty plYi = | Xw),
e I3. j=1
L4 T4-,: ~
— o Ts, = p(V, | Xew) = p(Y; | Xpw) T.

Open-set
= Rectify supervision signals (i.e. loss) derived from noisy pseudo labels, thereby using all target data

Lsr = _ZteTglogf(Xt)w |:> Lro = _Zleg[f (Xt)w T-

teT
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» Problem Definition of ST in DA
= Carefully address confusing pixels rather than drop them
= Deal with open-set label noises

» Our Solution - Simplex noise transition matrix (SimT, 7)
= Model the closed- and open-set label noise distributions

Closed-set oTy. N C+n |
'\(% o T, p(Ye=k| Xow) =) Tj-p(Y;=j| Xew).
¢ 13, j=1

[ T4_’: ~
— o Ts, = p(Ye | Xew) = p(Y; | Xe;w) T.
Open-set

= Rectify supervision signals (i.e. loss) derived from noisy pseudo labels, thereby using all target data

Lst = = Ye7 Yelog f(Xy), I:> Lro == Yiloglf (X, T]

teT

» Problem Reformulation
= The problem of alleviating pseudo label noises in DA |:> the problem of estimating SimT
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= In the toy example of Fig. 1, SimT is defined as T€[0, 1]°>*3

Closed-set

n i

® T4,:
® TS,:
Open-set Trivial solution

SimT
(a)

decision boundary for
clean class posterior )
anchor point

y1(1,0,0)  (b) ¥1(1,0,0) (c)

____ decision boundary for
noisy class posterior

Figure 1. Geometric illustration of SimT with the setting of 3
pseudo label classes and 5 ground truth label classes. Note that
coordinates (z,y, z) of any points in blue triangle satisfy condi-
tionsofr+y+z2z=1and 0 < z,y,z < 1.
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In the toy example of Fig. 1, SimT is defined as T€[0, 1]°>*3

Rows [Ty ., T, ., T3.] model closed-set label noise distribution, and rows [T, ., T5.] model open-set one
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Figure 1. Geometric illustration of SimT with the setting of 3
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coordinates (x,y, z) of any points in blue triangle satisfy condi-

tionsofr +y+z2=1and 0 < z,y,z < 1.
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» Geometry Analysis of SimT

In the toy example of Fig. 1, SimT is defined as T€[0, 1]°>*3

Rows [Ty ., T, ., T3.] model closed-set label noise distribution, and rows [T, ., T5.] model open-set one

Each row T . is a 3D point within the blue triangle

Closed-set

n i

° T4,:
® TS,:
Open-set Trivial solution

SimT
(a)

decision boundary for
clean class posterior h )
anchor point
____ decision boundary for P

noisy class posteriory y,(1,0,0) (b) y,(1,0,0) (C)

Figure 1. Geometric illustration of SimT with the setting of 3
pseudo label classes and 5 ground truth label classes. Note that
coordinates (x,y, z) of any points in blue triangle satisfy condi-

tionsofr +y+z2=1and 0 < z,y,z < 1.
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= Given an input x, the noisy class posterior p(¥ | x) is a red point scattered in the blue triangle

Noisy class posterior:
Closed-set

oTy, p(g | w) — [p(g =1 w)a
-
(T T~ p(§=3|z)

els.

O;);l,_;et ?‘I)m] o Clean class posterior:
) p(y| =) =[ply=1]=),
decision boundary for

clean class posterior

8

anchor point p(y - 2

)

____ decision boundary for )
noisy class posteriors y1(1,0,0)  (b) y.(1,0,0) (c) ply=3|x),
Figure 1. Geometric illustration of SimT with the setting of 3 ply=4]|=),
pseudo label classes and 5 ground truth label classes. Note that ply=>5|x)]

coordinates (x,y, z) of any points in blue triangle satisfy condi-
tionsofr +y+z2=1and 0 < z,y,z < 1.
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= Given an input x, the noisy class posterior p(¥ | x) is a red point scattered in the blue triangle

Noisy class posterior:
Closed-set

T, p(F | x) = [p(y =1 ),
___0T4’:E>___ im{T”} p(g — 3 w)]
.TS,:

Oﬁ;ﬁ,‘f‘ frivial selutior Clean class posterior:

(a) p(y|=z)=ply=1]z),

oo ol ply=2]|z)

decision boundary for anchor point ,

=" noisy class posterior» y1(1,0,0) (b) y,(1,0,0) (c) p(y w) 9

Figure 1. Geometric illustration of SimT with the setting of 3 ply=4]|=),

pseudo label classes and 5 ground truth label classes. Note that p(y =5 x)]

coordinates (x,y, z) of any points in blue triangle satisfy condi-

tionsofzt +y+2=1and 0 < z,y,z < 1. Bridge of SimT:
p(g|z)=py|x)T
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» Geometry Analysis of SimT
= Given an input x, the noisy class posterior p(¥ | x) is a red point scattered in the blue triangle
= p(¥ | x) is the convex combination among rows of T with the factor of clean class posterior p(y | x).

Noisy class posterior:
Closed-set

T, p(F | x) = [p(y =1 ),
___.74;>___ im{T"} p(g — 3 :13)]
.TS,:

Oﬁf,f;;“ frivial selutior Clean class posterior:

(a) p(y|=z)=ply=1]z),

S o poet s ply=2|=)

decision boundary for anchor point ,

77" noisy class posterior ¢ y1(1,0,0) (b) y,(1,0,0) (c) p(y w) ,

Figure 1. Geometric illustration of SimT with the setting of 3 ply=4]|=),

pseudo label classes and 5 ground truth label classes. Note that p(y =5 x)]

coordinates (x, vy, z) of any points in blue triangle satisfy condi-

tionsofzt +y+2=1and 0 < z,y,z < 1. Bridge of SimT:
p(g|z)=py|x)T
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= In blue triangle, the closer p(¥ | x) is to T. of Sim{T'}, the more likely x belongs to class c.

Noisy class posterior:
Closed-set

oT;. p(F|x)=[pH=1]=),
oy p(H=2]| ),
___0T4’:E>___ im{T”} p(g — 3 w)]
.TS,:
Oﬁ;ﬁ,‘f‘ frivial solutior Clean class posterior:
(a) plylz)=[ply=1]=),
decision boundary for
clean class posterior anchor point p(y aj) ,
== notsy class postariors y1(1,0,0)  (b) v.(1,0,0) (©) p(y=3|z),
Figure 1. Geometric illustration of SimT with the setting of 3 ply=4]|=),
pseudo label classes and 5 ground truth label classes. Note that p(y =5 x)]

coordinates (x,y, z) of any points in blue triangle satisfy condi-

tionsofzt +y+2=1and 0 < z,y,z < 1. Bridge of SimT:
p(g|z)=py|x)T



THE UNIVERSITY OF

SYDNEY

Department of

Electrical Engineering
Method

City University of Hong Kong

» Geometry Analysis of SimT
= In blue triangle, the closer p(¥ | x) is to T. of Sim{T'}, the more likely x belongs to class c.
= Hence, the simplex formed by rows of T should enclose p(¥ | x) for any x.

Noisy class posterior:
Closed-set

oT;. p(F|x)=[pH=1]=),
o e 52 2)
___°T4,:E:>___ im{T"} p(g — 3 :13)]
.TS,:
O;::;;et frivial selutior Clean class posterior:
(a) p(y|=z)=ply=1]z),
decision boundary for
clean class posterior anchor point p(y aj) ,
== notsy class postariors y1(1,0,0)  (b) %:(100) (o) ply=3|=z),
Figure 1. Geometric illustration of SimT with the setting of 3 ply=4]|=),
pseudo label classes and 5 ground truth label classes. Note that p(y =5 x)]

coordinates (x, vy, z) of any points in blue triangle satisfy condi-

tionsofzt +y+2=1and 0 < z,y,z < 1. Bridge of SimT:
p(g|z)=py|x)T
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» Volume Minimization (VM) for Estimating SimT
= VM is based on the sufficiently scattered assumption [2], which 1s easily satisfied in segmentation

[2] Xuefeng Li,Tongliang Liu,Bo Han,Gang Niu,and Masashi Sugiyama. Provably end-to-end label-noise learning without anchor points.
In ICML, pages 6403—6413, 2021.
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= VM is based on the sufficiently scattered assumption [2], which 1s easily satisfied in segmentation

= Directly applying VM that constrains a square T to SimT is problematic:

[2] Xuefeng Li,Tongliang Liu,Bo Han,Gang Niu,and Masashi Sugiyama. Provably end-to-end label-noise learning without anchor points.
In ICML, pages 6403—6413, 2021.
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» Volume Minimization (VM) for Estimating SimT
= VM is based on the sufficiently scattered assumption [2], which 1s easily satisfied in segmentation
= Directly applying VM that constrains a square T to SimT is problematic:
(1) Volume of non-square SimT cannot be computed by its determination

[2] Xuefeng Li,Tongliang Liu,Bo Han,Gang Niu,and Masashi Sugiyama. Provably end-to-end label-noise learning without anchor points.
In ICML, pages 6403—6413, 2021.
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» Volume Minimization (VM) for Estimating SimT
= VM is based on the sufficiently scattered assumption [2], which 1s easily satisfied in segmentation
= Directly applying VM that constrains a square T to SimT is problematic:
(1) Volume of non-square SimT cannot be computed by its determination
(2) By minimizing volume of SimT, open-set part of SimT will collapse to a trivial solution

Closed-set

.Tl,:
’TZ,:
.TS':E>

° T4,:
® TS,:
Open-set Trivial solution

SimT
(a)

¥2(0,1,0)

decision boundary for
clean class posterior

_ decision boundary for
noisy class posterior

1(10,0)  (b)

[2] Xuefeng Li,Tongliang Liu,Bo Han,Gang Niu,and Masashi Sugiyama. Provably end-to-end label-noise learning without anchor points. 9
In ICML, pages 6403—6413, 2021.
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» Three proposed regularizations for estimating SimT:
= Volume regularization:

LEmT = log|Vol(T)] = logy/det(T " T)/(N')

Volume

Lpvyy Closed-set

Opﬁl-set@

Target image Segmentation Net  Clean class posterior [ Simplex NTM (SimT) ] Noise class posterior Target pseudo label
Xt fOw p(Ye|Xe; W) | l l p(Ye|Xe; w) Y
2 v
T5,: TS,:
T £SimT SimT : £SimT
4;: SimT Volume SimT “~Anchor Anchor SimT Bz

10
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» Three proposed regularizations for estimating SimT:
= Anchor guidance:

anchor point of class ¢ x¢ = argmax p(y = ¢ | x; w).
T

Lpux Closed-set

. A oTs.

Open-set@

Target image Segmentation Net  Clean class posterior [ Simplex NTM (SimT) ] Noise class posterior Target pseudo label
Xt fOw p(Ye|Xe; W) | l l p(Ye|Xe; w) Y
2 v
T5,: TS,:
T £SimT SimT : £SimT
4;: SimT Volume SimT “~Anchor Anchor SimT Bz
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» Three proposed regularizations for estimating SimT:
= Anchor guidance:

anchor point of class ¢ x¢ = argmax p(y = ¢ | x; w).
T

C+n C
SzmT < fized
Ancho'r— ZZ Tck_p(y klw y W )
c=1 k=1

Lpux Closed-set

o T1,: :
o TZ,: ---- '
o T3': - -
X oT,. |-
“““ ({ [ T5':

Open-set@

Target image Segmentation Net  Clean class posterior [ Simplex NTM (SimT) ] Noise class posterior Target pseudo label
Xt fOw p(Ye|Xe; W) | l l p(Ye|Xe; w) Y
2 v
LSlmT " LSi‘mT
Volume Anchor SimT Convex

1
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» Three proposed regularizations for estimating SimT:
= Anchor guidance:

anchor point of class ¢ x¢ = argmax p(y = ¢ | x; w). 1 i = Z 7, log f (z;)
T W
Cin © e C&U
L5t = 35 | T — @ =k | 2w =) AN loglf (@), \ Tk,
c=1 k=1 keK

Closed-set

o T1,: :
o TZ,: ---- '
X o T3,: — ot

B oTy. | |-
g . ({ o T:':

Open-set@

LAux

Target image Segmentation Net  Clean class posterior [ Simplex NTM (SimT) ] Noise class posterior Target pseudo label
Xt fOw p(Ye|Xe; W) | l l p(Ye|Xe; w) Y
2 v
LSlmT " LSi‘mT
Volume Anchor SimT Convex

1
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» Three proposed regularizations for estimating SimT:
= Convex guarantee:

= [O, 1](C—|—n)><(C—|—n) Ujp—j — —1 zk:“j,k#j —1

cSimT

= — ||uT||*, where u = argmin ||uT||?
u

Convex

Lpux Closed-set

Opﬁl-set@

Target image Segmentation Net  Clean class posterior [ Simplex NTM (SimT) ] Noise class posterior Target pseudo label
Xt fOw p(Ye|Xe; W) | l l p(Ye|Xe; w) Y
2 v
(a) T5,: T5,:
T £SimT SimT : £SimT
4;: SimT Volume SimT “~Anchor Anchor SimT Bz

12
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» Scenario of GTAS—Cityscapes
= GTAS: 24,966 images captured from a virtual video game, including 19 shared classes

= CityScapes: a real-world dataset collected in driving scenarios, including 15 open-set classes
Training set: 2,975 unlabeled images  Test set: 500 images

CityScapes

33
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» Scenario of Endovis17—Endovis18
= Endovisl7: 1800 images include 3 shared classes “scissor', ‘needle driver', “forceps'

= Endovis18: 1800 images include 3 open-set classes "ultrasound probe', “suction instrument', “clip applier’
Training set: 1639 unlabeled images Test set: 596 validation images

Endovisl8

34
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» Quantitative Results
= Results of UDA and SFDA on adapting GTAS to Cityscapes
= Results of UDA and SFDA on adapting Endovis17 to Endovis18
Table 1. Results of UDA and SFDA on adapting GTAS to Cityscapes.
2 s Q = £ - = I 4 o)
=] 5} = = Q [} ) =] P ] Iz [} © g = Q
< - = ] = = . 7 o0 2 I 4 ] < % 3 3
Methods 2 ‘@ 2 2 & & o L 2 S = & B § E 2 £ E S | mloU Table 2. Results on adapting Endovis17 to Endovis18.
UDA
AdaptSegNet (18°) [34] | 86.5 36.0 79.9 234 233 239 352 148 834 333 756 585 276 737 325 354 39 30.1 281 424 Methods | scissor needle driver forceps | mloU
LTIR (20°) [14] 929 550 853 342 31.1 349 407 340 852 401 87.1 610 31.1 825 323 429 03 364 46.1 | 502 UDA
MLSL (20°) [13] 89.0 452 782 229 273 374 46.1 438 829 186 612 604 267 854 359 449 364 372 493 | 49.0 RIA9) 7] 6078 1532 5355 | 42.89
IntraDA (20°) [25] 906 37.1 826 30.1 191 295 324 206 857 405 797 587 31.1 863 315 483 00 302 358 | 463 FDA (20°) [40] 68.25 18.29 5029 | 45.61
RPLL (21’) [46] 904 31.2 85.1 369 256 375 488 485 853 348 8l.1 644 368 863 349 522 1.7 29.0 446 | 50.3 S2RC (20) [32] 64.48 22.79 4934 | 45.54
MetaCorrection (21°) [11] | 92.8 58.1 862 397 33.1 363 420 386 855 378 876 628 317 848 357 503 20 368 480 | 52.1 IntraDA (20°) [25] | 68.07 2588 5263 | 48.86
DPL-Dual (21°) [5] 928 544 862 41.6 327 364 49.0 340 858 413 860 632 342 872 393 445 187 426 43.1 | 533 ASANet (20" [47] | 70.19 11.34 5070 | 44.08
UncerDA (21°) [37] 90.5 38.7 86.5 41.1 329 405 482 421 865 368 842 645 381 872 348 504 02 418 546 | 526 EL-MUNIT1") [6] | 62.73 2983 4832 | 46.96
DSP (21°) [9] 924 48.0 874 334 351 364 41.6 460 877 432 898 666 321 899 570 561 00 441 578 | 55.0 RPLL (21%) [46] 6511 13.17 5175 | 4334
ProDA (21°) [42] 878 56.0 79.7 463 448 456 53.5 535 88.6 452 821 707 392 888 455 594 1.0 489 564 | 57.5 IGNet (21°) [21] 70.65 37.60 5297 | 5374
BAPA-Net (21°) [22 944 61.0 88.0 268 399 383 46.1 553 87.8 46.1 894 688 400 902 604 590 00 451 542 | 574 Ours (SimT) 76.24 39.83 58.94 | 5834
Ours (SimT) 942 60.0 88.5 303 397 412 478 60.8 88.6 473 893 715 450 907 542 602 00 51.8 584 | 589 SFDA
SEDA Source only 4597 22.08 3892 | 35.66
Source only 758 168 772 125 21.0 255 30.1 20.1 813 246 703 538 264 499 172 259 65 253 360 | 366 SHOT (20" [18] 68.44 22.90 4795 | 46.43
Test-time BN (20°) [24] | 79.5 79.5 813 727 298 741 280 588 253 222 194 110 226 170 245 199 343 24 147 | 377 SFDA (21°) [23] 66.05 24.90 45.79 | 45.58
SHOT (20°) [18] 88.7 349 821 27.6 225 309 314 247 836 377 768 58.1 249 839 341 395 60 268 246 | 44.1 FDASes (217 115 7 60 31 246 | 518
TENT (21°) [35] 873 79.8 838 850 390 777 212 579 347 196 243 45 166 208 249 178 251 20 16.6 | 389 8 Ousr:g(éim% ] 25'26 33—2‘26 55—3'66 g—s‘zg
SFDA (21°) [23] 842 827 824 800 392 853 259 587 305 221 275 306 219 315 331 221 311 36 278 | 432 - - - -
S4T (21°) [28] 89.7 84.4 868 850 467 793 39.5 612 418 290 257 93 368 282 193 267 451 53 11.8| 448
URMA (21°) [30] 923 552 81.6 308 188 37.1 177 121 842 359 838 577 241 817 275 443 69 241 404 | 451
SFDASeg (21°) [15] 917 534 86.1 37.6 321 374 382 356 867 485 899 62.6 343 872 510 508 42 427 539 | 534
Ours (SimT) 923 558 863 344 317 378 399 414 871 478 885 647 363 873 417 552 00 474 57.6 | 544

35
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» Quantitative Results
= Ablation study

=  SimT outperforms existing ST-based methods
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Figure 3. Ablation study for volume regularization, anchor guid-

ane and convex guarantee of SimT. /

Table 3. Ablation study.

pseudo labels generated by the corresponding UDA model.

‘Pseudo Label’ denotes we employ

Method Pseudo Label C?TAS -
Cityscapes

AdaptSegNet (CVPR18’) [34] — 42.4 -
Self-training (MRENT, ICCV 19’ [49]) AdaptSegNet 45.1 27
Self-training (Threshold, ECCV18’ [50]) AdaptSegNet 444 2.0
Self-training (Ucertainty, [ICV21’ [46]) AdaptSegNet 46.1 3.7
Self-training (MetaCorrection, CVPR21’ [11]) | AdaptSegNet 473 49
Ours (W/o Ly 0e) AdaptSegNet 46.8 4.4

Ours (w/o L5 ) AdaptSegNet 46.9 4.5

Ours (W/o L Ayz) AdaptSegNet 46.7 43

Ours (w/o LT ) AdaptSegNet | 473 4.9

QOurs AdaptSegNet |

LTIR (CVPR20’) [14] — 50.2 -
Self-training (MetaCorrection, CVPR21’ [1 1]) LTIR 52.1 1.9
Ours LTIR 52.3 2.1

DSP (AAAI217) [9] — 55.0 -
Self-training (MetaCorrection, CVPR21’ [1 1]) DSP 56.4 1.4
Ours DSP 57.3 2.3

BAPA-Net (ICCV21’) [22 —_ 574 -
Self-training (MetaCorrection, CVPR21’ [11]) BAPA-Net ¥ | 0.3
Ours BAPA-Net 58.9 1.5
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Figure 3. Ablation study for volume regularization, anchor guid-
ance and convex guarantee of SimT.

Table 3. Ablation study. ‘Pseudo Label’ denotes we employ
pseudo labels generated by the corresponding UDA model.

GTAS —

Method Pseudo Label

Cityscapes

AdaptSegNet (CVPRI18’) [34] —
Self-training (MRENT, ICCV 19’ [49]) AdaptSegNet 45.1 27
Self-training (Threshold, ECCV18’ [50]) AdaptSegNet 444 2.0
Self-training (Ucertainty, [ICV21’ [46]) AdaptSegNet 46.1 3.7

ini i 4 |_AdaptSegNet 473 4.9
AdaptSegNet 46.8 4.4
AdaptSegNet 46.9 4.5
AdaptSegNet 46.7 4.3
AdaptSegNet 473 4.9

]

Ours (w/o L3imT

Volume

Ours (w/o £5i™T

Anchor

Ours (W/o L Ayz)
Ours (w/o L£2imT )

Convex

Ours AdaptSegNet 48.0 5.6

LTIR (CVPR20’) [14] — 50.2 -
Self-training (MetaCorrection, CVPR21’ [1 1]) LTIR 52.1 1.9
Ours LTIR 52.3 2.1

DSP (AAAI217) [9] — 55.0 -
Self-training (MetaCorrection, CVPR21’ [1 1]) DSP 56.4 1.4
Ours DSP 57.3 2.3

BAPA-Net (ICCV21’) [22 — 574 -
Self-training (MetaCorrection, CVPR21’ [11]) BAPA-Net ¥ | 0.3
Ours BAPA-Net 58.9 1.5
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Figure 3. Ablation study for volume regularization, anchor guid-
ance and convex guarantee of SimT.

Table 3. Ablation study.

‘Pseudo Label’ denotes we employ

pseudo labels generated by the corresponding UDA model.

Method Pseudo Label QTAS -
Cityscapes

AdaptSegNet (CVPR18’) [34] — 42.4 -
Self-training (MRENT, ICCV 19’ [49]) AdaptSegNet 45.1 27
Self-training (Threshold, ECCV18’ [50]) AdaptSegNet 444 2.0
Self-training (Ucertainty, [ICV21’ [46]) AdaptSegNet 46.1 3.7
Self-training (MetaCorrection, CVPR21’ [11]) | AdaptSegNet 473 49
Ours (w/o LTy AdaptSegNet 46.8 44

Ours (w/o L5imT ) AdaptSegNet 46.9 4.5

Ours (W/o L Ayz) AdaptSegNet 46.7 4.3

Ours (w/o LT ) AdaptSegNet | 473 4.9
- Ours AdaptSegNet 48.0 5.6

LTIR (CVPR20’) [14] CEE 50.2 -\

Self-training (MetaCorrection, CVPR21’ [1 1]) LTIR 52.1 1.9
Ours LTIR 52.3 2.1

DSP (AAAI217) [9] — 55.0 -
Self-training (MetaCorrection, CVPR21’ [1 1]) DSP 56.4 1.4
Ours DSP 57.3 2.3

BAPA-Net (ICCV21’) [22 —_ 574 -
Self-training (MetaCorrection, CVPR21’ [11]) BAPA-Net ¥ | 0.3

E Ours BAPA-Net 58.9 1.2
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» Qualitative Results
= Results of UDA on adapting GTAS to Cityscapes

= Results of UDA on adapting Endovis17 to Endovis18

Figure 5. Qualitative results of UDA in Endovis17—Endovis18

scenario. (a) Target image, (b) Ground truth, Predictions from (c)
source only model, (d) IGNet [21], (e) ours (SimT).

Figure 4. Qualitative results of UDA in GTAS5S—Cityscapes sce-
nario. (a) Target image, (b) Ground truth, Predictions from (c)

source only model, (d) BAPA-Net [22], (e) ours (SimT). 36
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» Qualitative Results
= Results of SFDA on adapting GTAS to Cityscapes

= Results of SFDA on adapting Endovis17 to Endovis18

Figure 3. Qualitative results of SFDA in Endovis17—Endovis18
scenario. (a) Target image, (b) Ground truth, Predictions from (c)
source only model, (d) SFDASeg [6], (e) ours (SimT).

-E]-

Figure 2. Qualitative results of SFDA in GTA5S—Cityscapes sce-
nario. (a) Target image, (b) Ground truth, Predictions from (c)
source only model, (d) SFDASeg [6], (e) ours (SimT).
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» Qualitative Results
= Visualization of SimT

= Visualization of detecting open-set class pixels
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Figure 6. Visualization results. (a) The learned SimT, (b) confu-
sion matrix of pseudo labels, (c) open-set class visualization.
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We present a general DA method to robustly learn from noisy pseudo-labeled target data, including
closed-set and open-set label noises.

We model the closed- and open-set noise distributions of pseudo labels by SimT, and use geometry
analysis to estimate it, which is further used to benefit loss correction for noisy target data learning.

SimT 1s a plug-and-play technique that can be applied to a wide range of tasks, such as UDA and
SFDA, to solve the pseudo label noise issue.

Future work: introduce open-set class prior to enable the semantic separation inner open-set regions.
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